
Asynchronous Multi-Context Systems1

Modelling Multi-Context-Reasoning in Continous Data Stream
Environments

Stefan Ellmauthaler Jörg Pührer

Computer Science Institute
Leipzig University

Germany

Stream Reasoning Workshop
Zurich

January, 16th 2018

1
Research has been supported by DFG and FWF (projects BR 1817/7-1 and FOR 1513)

S. Ellmauthaler SR Workshop 2018 - Zurich CSI Leipzig 1 / 12



Multi-Context Systems and Data Stream Reasoning

Motivation

integration of heterogeneous KR-formalisms

handle dynamics due to continous Data Streams

Realisation

Contexts with different KR & Reasoning formalisms

Bridge-Rules for exchange of beliefs

Notion of Equilibrium as Semantics

Run represents the change of knowledge and belief over time
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Plethora of Realisations in Literature

Basic Concepts

Multi-Context Systems (MCS) [1]

managed Multi-Context Systems (mMCS) [2]

Reactive MCS Family

(old) reactive Multi-Context Systems [4]

evolving Multi-Context Systems (eMCS) [7]

reactive Multi-Context Systems (rMCS) [3]

Focus on Reasoning on Streams

streaming Mutli-Context Systems (sMCS) [6]

Other Dynamic Extensions

dynamic managed Multi-Context Systems on timed Contexts (dmMCS) [5]
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Asynchronous Multi-Context Systems (aMCS)

Features of aMCS

loosely coupled semantics (no equilibrium)

output rules, based on computed beliefs

asynchronous communication between contexts

computation when necessary

computation might be interrupted or suspended

dynamic adjustments to the system components during runtime

compatible with other MCS, because “management” contexts can
I enforce strongly coupled synchronised semantics (i.e., equilibria)
I simulate behaviour of bridge rules

⇒ Asynchronous Multi-Context Systems can be used to define
communication between different kind of Reasoning Frameworks
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Asynchronous Multi-Context Systems

Definition

A data package is a pair d = 〈s, I 〉, where s ∈ N is either a context name
or a sensor name, stating the source of d , and I ⊆ IL is a set of pieces of
information. An information buffer is a sequence of data packages.

Definition

Let C = 〈n,LS〉 be a context. An output rule r for C is an expression of
the form

〈n, i〉 ←b1, . . . , bj ,not bj+1, . . . ,not bm, (1)

such that n ∈ N is the name of a context or an output stream, i ∈ IL is a
piece of information, and every b` (1 ≤ ` ≤ m) is a belief for C , i.e.,
b` ∈ S for some S ∈ BSLS .
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Asynchronous Multi-Context Systems

Definition

Let C = 〈n,LS〉 be a context, OR a set of output rules for C , S ∈ BSLS
a belief set, and n′ ∈ N a name. Then, the data package

dC (S ,OR, n′) = 〈n, {i | r ∈ OR, hd(r) = 〈n′, i〉,S |= bd(r)}〉

is the output of C with respect to OR under S relevant for n.

S. Ellmauthaler SR Workshop 2018 - Zurich CSI Leipzig 6 / 12



Asynchronous Multi-Context Systems

Definition

Let C = 〈n,LS〉 be a context. A configuration of C is a tuple
cf = 〈KB,ACC, ib, cm〉, where KB ∈ KBLS , ACC ∈ ACCLS , ib is a
finite information buffer, and cm is a context management for C which is
a triple cm = 〈cc, cu,OR〉, where

cc is a computation controller for C ,

OR is a set of output rules for C , and

cu is a context update function for C which is a function that maps
an information buffer ib = d1, . . . , dm and an admissible knowledge
base of LS to a configuration cf ′ = 〈KB′,ACC′, ib′, cm′〉 of C with
ib′ = dk , . . . , dm for some k ≥ 1.
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Asynchronous Multi-Context Systems

aMCS M
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Run of an aMCS

Configuration of an aMCS

Configuration for each Context

Content of each output stream (output buffer)

Definition (Run structure)

Let M = 〈〈C1, . . . ,Cn〉, 〈o1, . . . , om〉〉 be an aMCS. A run structure for M
is a sequence

R = . . . ,Cf t ,Cf t+1,Cf t+2, . . . ,

where t ∈ Z is a point in time, and every Cf t′ in R (t ′ ∈ Z) is a
configuration of M.
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Example of an aMCS

Navigation

Amb Manager Task Planner

Case AnalyserMed Ontology

ER Employee

Case Dispatcher

Traffic state
Ambulance

CAET Management
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Simulation of rMCS

For each Context Ci of the rMCS, introduce three aMCS Contexts:
I C kb

i stores its current knowledge base
I C kb′

i stores update of the knowledge base and compute its semantics
I Cm

i implements the bridge rules and the management function

Three contexts for the rMCS, where
I C obs receives sensor data and distributes the information,
I C guess guesses equilibrium candidates and propagates them to Cm

i , and
I C check compares all results of the contexts and informs other contexts

if an equilibrium has been found
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Thank you for your interest!
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Definition

A context is a pair C = 〈n,LS〉 where n ∈ N is the name of the context
and LS is a logic suite.

S. Ellmauthaler SR Workshop 2018 - Zurich CSI Leipzig 4 / 13



Definition

An aMCS (of length n with m output streams) is a pair M = 〈C,O〉,
where C = 〈C1, . . . ,Cn〉 is an n-tuple of contexts and O = 〈o1, . . . , om〉
with oj ∈ N for each 1 ≤ j ≤ m is a tuple containing the names of the
output streams of M.
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Definition

A data package is a pair d = 〈s, I 〉, where s ∈ N is either a context name
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Definition

Let C = 〈n,LS〉 be a context. A computation controller for C is a relation
cc between a KB KB ∈ KBLS and a finite information buffer.
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Definition

Let M = 〈〈C1, . . . ,Cn〉, 〈o1, . . . , om〉〉 be an aMCS. A configuration of M
is a pair

Cf = 〈〈cf 1, . . . , cf n〉, 〈ob1, . . . , obm〉〉,

where

for all 1 ≤ i ≤ n cf i = 〈KB,ACC, ib, cm〉 is a configuration for Ci

and for every output rule r ∈ ORcm we have n ∈ N (M) for
〈n, i〉 = hd(r), and

obj = . . . , dl−1, dl is an information buffer with a final element dl

that corresponds to the data on the output stream named oj for each
1 ≤ j ≤ m such that for each h ≤ l with dh = 〈n, i〉 we have n = nCi

for some 1 ≤ i ≤ n.
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Definition

Let M be an aMCS of length n with m output streams and R a run
structure for M. R is a run for M if the following conditions hold for every
1 ≤ i ≤ n and every 1 ≤ j ≤ m:

(i) if cf t
i and cf t+1

i are defined, Ci is neither busy nor waiting at time t,
then

I Ci is busy at time t + 1,
I cf t+1

i = cucmt
i
(ibti ,KBt

i )

We say that Ci started a computation for KBt+1
i at time t + 1.

(ii) if Ci started a computation for KB at time t then
I we say that this computation ended at time t ′, if t ′ is the earliest time

point with t ′ ≥ t such that 〈nCi ,EOC〉 is added to every stakeholder
buffer b of Ci at t ′; the addition of dCi (S ,ORcmt′′

i
, n) to b is called an

end of computation notification.
I for all t ′ > t such that cf t′

i is defined, Ci is busy at t ′ unless the
computation ended at some time t ′′ with t < t ′′ < t ′.

I if the computation ended at time t ′ and cf t′+1
i is defined then Ci is not

busy at t ′ + 1.
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Definition

(iii) if Ci started a computation for KB at time t that ended at time t ′

then for every belief set S ∈ ACCt
i there is some time t ′′ with

t ≤ t ′′ ≤ t ′ such that
I dCi (S ,ORcmt′′

i
, n) is added to every stakeholder buffer b of Ci for n at

t ′′.

We say that Ci computed S at time t ′′. The addition of
dCi

(S ,ORcmt′′
i
, n) to b is called a belief set notification.

(iv) if obtj and obt+1
j are defined and obtj = . . . , dl−1, dl then

obt+1
j = . . . , dl−1, dl , . . . , dl ′ for some l ′ ≥ l . Moreover, every data

package dl ′′ with l < l ′′ ≤ l ′ that was added at time t + 1 results
from an end of computation notification or a belief set notification.

(v) if cf t
i and cf t+1

i are defined, Ci is busy or waiting at time t, and
ibti = d1, . . . , dl then we have ibt+1

i = d1, . . . , dl , . . . , dl ′ for some
l ′ ≥ l . Moreover, every data package dl ′′ with l < l ′′ ≤ l ′ that was
added at time t + 1 either results from an end of computation
notification or a belief set notification or n /∈ N (M) (i.e., n is a sensor
name) for dl ′′ = 〈n, i〉.
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